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Abstract—Neural decoding requires high computational power and specialized algorithms to efficiently translate thousands of neuronal spike trains into an external real-world variable such as predicting movement. Whilst numerous algorithms have been developed to decode neural data, their performance is still not acceptable for clinical implementation. To improve on these techniques, we designed and tested multiple data pre-processing approaches, angle detection classifiers, and trajectory decoding algorithms. The results were compared based on their time response and root mean squared error (RMSE) from the true trajectory. From a split ratio of 70% for training and 30% for testing, both peri-stimulus-time histogram (PSTH) and Gaussian Kernel techniques were used for data pre-processing. Angle classification was determined using information on the mean trajectory, k-Nearest-Neighbours (kNN), and support vector machines (SVM). Finally, the trajectory was decoded with Kalman and linear filters, mean and nearest trajectory, and a KNN algorithm. Overall, results show that combining a support vector machine classifier and using the mean trajectory was the best strategy, with an RMSE score of 12.1311 and a 97% classification accuracy.
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# Introduction

Neural decoding, the act of accurately retrieving physiological information from the activity of neurons, represents a major challenge in brain-machine interfaces. Neuron spike trains, specifically of motor cortical neurons, have been shown to have the ability to encode both direction and velocity of arm movements [1][2]. The information gained provides a solid foundation for neural prosthetic devices, which can partially restore motor function for patients suffering from diseases like spinal cord injury or cerebral palsy [3]. In addressing motor paralysis, these brain-machine interfaces are able to approximate the arm displacement performance of normal subjects [4], and in such, have the potential to drastically improve patient welfare and quality of life [3]. However, although there have been impressive technical advances in recent years in utilising the brain activity of patients to control neural prostheses [5], the performance is still not at a standard acceptable for clinical implementation [6].

Neural activity in the phase before the onset of movement has been extensively studied, and has shown that an initial movement plan, which comprises of a combination of cognitive processes and sensory information is created before movement onset [7]. In this initial phase, neuron activity is increased in the frontal and parietal cortical areas, particularly the pre-motor and primary motor cortices [7], and thus justifies most existing studies focusing on these brain regions for decoding reaching trajectories [8][9].

To investigate the significance of motor planning and execution in a reaching task and the tuning properties of neurons throughout, a commonly used experimental paradigm (adapted from Georgopoulos (1982) [10]) featuring a monkey executing movement was implemented. The data is composed of spike activity of 98 neurons, which were recorded while the monkey moved its hand in 8 different directions at the onset of a cue. This was repeated for 100 trials for each direction. The corresponding hand positions in the x, y and z directions were also recorded. The main aims of this paradigm were to design a simple and efficient algorithm for using the recorded neuron activity to achieve the following:

1. Classify which of the 8 target directions the monkey was reaching for.
2. Predict the precise trajectory of the monkey's hand in terms of x and y coordinates as it reaches for the target.
3. Evaluate the performance of the algorithm in decoding the neural spikes, using key metrics of RMSE and execution time to determine the optimal decoding algorithm for the specific task at hand.

# Methods

## **Data Pre-processing**

Neuronal activity is highly variable. Even when experimental settings are maintained, the same neuron may produce different spike trains across trials. For this reason, neural decoding tasks can benefit from data pre-processing, starting with firing rate estimation.

The firing rate is generally defined as a smooth underlying function of time encoding neuronal activity, but literature does not agree on a unique method for computing it [11]. A common historical approach for firing rate estimation is known as peri-stimulus-time histogram (PSTH) and relates firing rate to spike density, counting spikes from multiple trials in a time-binned histogram. These histograms can be smoothed to get a continuous estimate of the firing rate. Alternatively, Kernel Smoothing can be used to generate a continuous estimate through the convolution of the spike train with a kernel of a particular shape. An estimate is generated where the firing rate at any time is a weighted average of the nearby spikes. A Gaussian shaped kernel is most often used to smooth the spike data to a firing rate that is higher in regions of spikes and lower otherwise. Kernel smoothing's most evident benefit is its simplicity and speed [12].

For this study, both methods of pre-processing are considered. The Gaussian Kernel implemented with 100ms standard deviation and 500ms window size (*dataAV* in our script) outperforms PSTH estimates, reducing the RMSE by 10% in trajectory decoding tasks. Nevertheless, for the task of angle classification a simple average over time and trials for each neuron (*dataAVAV*) gives the best results (see Table I).

Finally, to avoid silent neurons affecting the performance of neural decoding algorithms, some neurons are removed by thresholding their smoothed peristimulus time histograms (10th percentile). Only using neurons with activity on every angle results in a reduction of the RMSE by up to 3%.

## **Data Splitting Strategies**

The selection of a data splitting strategy can have a significant impact on evaluating a model's performance and the ability to compare it to other models. The most used method is to split the data into training and testing sets [13], where the model is trained on the training set only, and performance evaluated on how well the model can generalize to the unseen testing set. By not using the entire dataset, overfitting can be prevented. The split ratio was chosen to be 70% and 30% for the training and test set respectively, with samples randomly selected across the entire dataset. This split was justified as according to Wang et al. [14], the data splitting strategy is highly dependent on the dataset, but a balance of 50-70% between training and testing is suitable for achieving a robust model.

## **Classification Algorithms for Angle Detection**

To classify the correct reaching angle of the monkey, three classifiers were implemented, which include comparison to mean trajectory, k-Nearest-Neighbour (kNN) and support vector machines (SVM).

### Mean Trajectory: For its low computational cost and simplicity, the test vector and mean vectors for each direction were compared. Each mean vector was created by transforming the training data into an 8x98 matrix, by averaging the neuron spikes across time and trials for each angle. The test and mean vectors were compared using mean squared error (MSE) and mean absolute error (MAE) (see equation 1 and 2).

|  |  |
| --- | --- |
| (1) | (2) |
|  |  |

### Where n is the number of data points, yi are the observed values and the predicted values. The direction with lowest error was classified as the movement direction.

### K-Nearest-Neighbour : KNN based classification was implemented with MATLAB function fitcknn with 28 as the number of nearest neighbours. The direction chosen was based on the distance from the test data vector and its k-nearest-neighbours from the training set.

### Support Vector Machines : The use of SVMs, a supervised learning method, in neural decoding has been demonstrated by [15], [16] and [17], and is a relatively effective classification approach for datasets with clear class separability. SVMs are used for binary classification, but can be extended to multi-class classification by combining binary classifiers [16]. The MATLAB function fitcecoc was used to build a multi-class classification model with k(k - 1)/2 = 28, binary SVM models, where k is the number of classes, using the one-versus-one coding design. After building the model, MATLAB function predict was used to predict the angle for the test data.

## **Trajectory Decoding**

The x and y coordinates of the monkey's hand position were estimated after choosing the reaching direction, using one of the following methods: taking the mean trajectory of the training data for each direction, Kalman and linear filters, KNN, or choosing the nearest trajectory from the training data's trials, within a chosen angle direction.

### Mean Trajectories: To calculate the mean trajectories, the hand positions for all training trials were averaged for each of the 8 angles. The mean trajectory corresponding to the chosen angle from the classification algorithm was then used to predict the entire trajectory. To improve this approach and account for position variability across trials, the initial x and y position of the test data were compared to every trial for the corresponding angle using MAE. The trial that matched the initial position the closest was then used to predict the trajectory across time. This comparison was only done for the initial x and y position, rather than iteratively over time, to ensure the position did not jump between trials.

### Linear Filtering: A linear filter, as the name indicates, assumes a linear relationship between the spikes' firing rate and the hand position. It takes the general form (where **r**k, the vector containing the firing rates for all time steps k was found by using the MATLAB function smoothdata):

|  |  |
| --- | --- |
| (3) |  |

Such a model is widely used in the context of neural decoding as it can produce fast and accurate estimations of specific movements [18]. The training data was used to find the vectors **f** and coefficients b, using the MATLAB function fitlm. To simplify computation, only the neuron with maximum activity for each predicted reaching direction was selected for model training and testing.

### Kalman Filtering: Kalman Filters have been successfully used as BMI decoding algorithms and claim to outperform linear filtering when dealing with rapid motions [12]. In this study, a Kalman filter is implemented based on the work from W. Wu [19].

### The Kalman filter assumes that the arm state (x, y, vx, vy) evolves as a linear dynamical system: the arm state at discrete time t is a linear transformation of the arm state at time t-1, plus Gaussian noise. It also supposes that arm state and neural activity at time t have a linear relation. It iteratively progresses through time, updating its estimates of arm state and error covariance. The physical relationship between neural firing and arm movement means that there is a delay between them. Hence, an optimum lag can be found empirically (40ms), which improves the model.

# Results

1. Model Performance: Classifying direction

| Direction Classifiers | Accuracy (%) |
| --- | --- |
| MSE (*dataAVAV*) | 94.58 |
| MSE (*dataAV*) | 14.58 |
| MAE (*dataAVAV*) | 96.25 |
| MAE (*dataAV*) | 17.50 |
| SVM | 97.08 |
| kNN | 94.58 |

1. Model Performance: Trajectory Decoding

| Trajectory decoders | RMSE | Time (seconds) |
| --- | --- | --- |
| Mean Trajectory | 12.1311 | 10.25 |
| Nearest Trial | 12.6193 | 13.48 |
| kNN | 13.1838 | 7.82 |
| Linear Filter | 12.6455 | 184.09 |
| Kalman Filter | 15.5915 | 7.92 |

|  |  |
| --- | --- |
| (a) Mean Trajectory | (b) Nearest Trial |
| (c) Linear Filter | (d) Kalman Filter |
| Figure 1. Actual and decoded X and Y positions (mm) of hand trajectories | |

# Discussion

The accuracy in classifying the monkey's reaching angle for the supervised learning classifiers outlined in the methods section, can be seen in table I. Whilst MSE and kNN have the same accuracies of 94.58%, MAE and SVM outperform these classifiers with accuracies of 96.25% and 97.08% respectively. SVM providing the highest classification accuracy indicates that although it can only identify a few types of patterns compared to kNN, which does not predetermine the boundary between classes, it has more stable predictions. The kNN algorithm tends to overfit training data for small values of k and is more computationally demanding, whilst SVM has high accuracy when the classes have a distinct linear separation. The MAE approach having higher accuracy than MSE is explained by squaring the error giving more weight to larger errors and thus skewing the estimate of error towards outliers. Since SVM performed the highest accuracy classification, it was used for all trajectory decoders in table II.

From the trajectory prediction results in table II, the mean method gives the lowest RMSE of 12.1311, with a fast decoding time of 10.25 seconds. For the proposed task, which was to estimate with least error the positions of the monkey's hand from the neural firing spikes, this method therefore provides the best performance. However, it does not provide any insight into the relationship between firing rate and movement direction or speed, and simply relies on statistical analysis. Taking the mean of trajectories only gives a robust result if there is little variance between trials and is not adaptable to predictions where test trials differ greatly from training trials. In this context it performs well because variance across trials is low. The nearest trial method has the advantage over the previous method, to provide more adaptive predictions. The RMSE of 13.6193 is higher than when taking the mean because this method relies heavily on the quality of training data. The kNN method was also used for trajectory decoding and achieved an RMSE of 13.1838. Nevertheless, a key weakness of this algorithm is that the trajectory shifts for different timesteps. As the testing set size increases, the closest neighbors can vary, and the decoded hand trajectory can shift to a different path, creating an irregular looking curve.

Linear filtering proves to have the second-best prediction with an RMSE of 12.6455 but a large time of 184.09 seconds. As Linear filters are known to be computationally fast, we assume that the long running time is caused by inefficiencies in the coded algorithm. It can be observed in figure 1c that the predictions describe a trajectory very similar to the mean trajectories in figure 1a. Even if the model gives different predictions at every trial, the variance between the predictions remains low compared to the actual variance between trials. We can conjecture that variance of hand position between trials is the result of non-deterministic processes that is not encompassed within a linear filter. To respond to this issue, Kalman modelling includes Gaussian noise to account for non-linear random processes. The resulting RMSE is slightly higher than a linear filter, 15.5915, due to overfitting of the noise. Results for the Kalman filter could be improved by optimizing the training of the data using machine learning techniques such as linear backpropagation.

Although the RMSE values obtained for the various methods are quite similar, how appropriate each method is depends on the intention of the decoding result. Taking the mean of the training data can provide substantial information on the general direction to be decoded and has the advantage of being fast. However, a substantial amount of training data is necessary for such statistical predictions and this method cannot be extrapolated to a set of measurements different from that of the training. If, however, the aim is to precisely differentiate between similar trajectories, another method that includes non-linear predictions will be necessary, such as kNN.

# Conclusion

By applying various decoding models to the neural data of a monkey conducting a reaching task in 8 distinct angles, it was found that the combination of a support vector machine classifier and using the mean trajectory for trajectory decoding produced the lowest RMSE. On the other hand, using a Kalman Filter for the trajectory decoding resulted in the fastest decoding time, although at the cost of highest RMSE. Important to note is that the performance of the decoders tested in this paper depends highly on the variance of the training data and so algorithms that can generalize better to new data might be beneficial. Future studies could include principal component analysis as an alternative dimensionality reduction method whilst removing noise components. Random forests, neural networks and non-linear regression models might also offer more insight into the relationship between neural activity and arm movement.
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